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Scientific	report
Uncertainty	quantification	in	the	virtual	world	of	predictive
modelling	is	the	discipline	of	both	characterising	uncertain
features	and	discrepancies	of	a	model	and	propagating	these



uncertainties,	in	order	to	assess	their	effect	on	quantities	of
interest.	Probability	theory	forms	a	quintessential	corner	stone	of
uncertainty	propagation,	as	it	provides	the	mathematical
foundation	to	quantify	uncertainties.	Surrogate	modelling,	which
generally	only	emulates	a	model's	relevant	input-output
relations,	and	reduced-order-models,	which	incorporate	the
physics	of	the	full	model	at	reduced	computation,	are	also
further	main	ingredients.	This	is	mandated	from	the	complex,
often	non-linear	and	time-varying	(and	hence,	time-consuming)
nature	of	models	that	describe	actual	engineered	systems.

The	presentations	in	this	colloquium	all	focus	on	one	or	more	of
the	aforementioned	foundations	of	uncertainty	quantification:	(A)
probabilistic	modelling	and	identification,	(B)	surrogate/reduced
order	modeling.	Although	not	all	presentations	employ	these
concepts	for	uncertainty	quantification,	the	diversity	in	themes
and	use	cases	bestowed	the	colloquium	a	liveliness	that	was	well
appreciated	by	the	participants	due	to	the	colloquium's	virtual
nature.

Uncertainty	quantification	forms	the	foundation	of	numerous
engineering	fields,	including	reliability	analysis	and	structural
health	monitoring	and	is	well	formulated,	understood,	studied
and	exploited	by	researchers	working	in	such	domains.	In	the
field	of	computational	mechanics	however,	uncertainty
quantification	is	relatively	new.	The	colloquium	aimed	at
exchanging	knowledge	on	uncertainty	quantification	across
different	research	fields,	with	the	physics	of	interest	being,	thus,
highly	diversified.	The	talks	touched	on	both	static	and	dynamic
analysis,	as	well	as	both	mechanics	of	solids	and	fluids.
Depending	on	the	target	use	case,	certain	presentations	heavily
relied	on	the	treatment	of	experimental	data,	whereas	others
focused	on	development	of	novel	numerical	methods	and	their
mathematical	foundations.	Again,	this	element	of	diversity	was
well	appreciated	by	the	participants.

Since	each	abstract	can	still	be	accessed	online,	the	remainder
of	this	section	clusters	the	presentations	in	the	three
aforementioned	topics:	(A)	Probabilistic	models,	(B)
Surrogate/Reduced-order-models,	albeit	it	may	be	clear	that
some	would	fall	in	more	than	one	category.

(A)	PROBABILISTIC	MODELS
A	fair	portion	of	presented	works	dealt	with	probability	theory.
This	group	may	be	subdivided	in	two	sub-clusters:	those	that
dealt	with	efficiently	probabilistically	modelling	and	propagating
uncertainties	and	those	that	focused	on	probabilistically
identifying	model	features	and	their	uncertainties.	

Prof.	Guilleminot's	presentation	lied	on	the	side	of	probabilistic
modelling,	focusing	on	fractional	finite	elements	(FE)	to
effectively	and	efficiently	sample	parameter	inputs	from	random
fields.	Compared	to	commonly	sampling	from	a	high-dimensional
probability	density	function,	fractional	FE	models	render	the
advantage	of	(1)	being	faster,	and	(2)	ease	of	exploitation	for
complex	geometries.	Other	presenters	who	focused	on
probabilistic	modelling	were	Prof.	Girolami	and	Prof.	Worden	who
constructed	finite	element	frameworks	to	efficiently	and
accurately	incorporate	uncertain	model	features	such	as
uncertain	model	parameters.	Such	frameworks	were
demonstrated	to	work	well	in	the	context	of	non-linear	problems.
Prof.	Worden	presented	a	framework	that	evaluates	the	accuracy
of	a	stochastic	FE	framework	and,	when	this	is	deemed
insufficient,	the	approach	fuses	the	framework	with	use	of	a
data-driven	ML	model.	The	last	presenter	incorporated
probability	theory	in	mechanical	simulations	was	Dr.	Hale,	who
used	the	Malliavin	derivative	to	quantify	the	sensitivity	of
stochastic	mechanical	problems	-	in	analogy	to	its	use	in
econometrics.	Prof.	Cicirello,	presented	a	non-intrusive
framework	for	propagation	of	uncertainties	through	expensive-
to-evaluate	models.	Bayesian	optimization	is	employed	to	reduce
the	number	of	simulations	to	be	evaluated	and	simultaneously
quantify	the	uncertainty	in	the	resulting	response	bounds
estimates.	



On	the	other	hand,	five	presentations	considered	Bayesian
inference	to	probabilistically	identify	model	aspects	such	as
model	parameters	and	cracks.	Bayesian	inference	unifies
measurement	data	with	a-priori	knowledge	of	the	physical
system	of	interest	and	can	even	be	used	when	the	data	has	a
high	degree	of	sparsity.	Dr.	Alkam	employed	Bayesian	theory	for
the	probabilistic	identification	of	cracks	in	caternary	columns	and
validated	his	results	with	measurements	from	columns	still	in
service.	Prof.	Noels	on	the	other	hand	used	the	framework	to
identify	orthotropic	elastoplastic	parameters	of	short-fiber-
reinforced	polymers	in	combination	with	a	neural	network	to
rapidly	emulate	the	model's	forward	runs.	Dr.	Zhang	on	the
other	hand	exploited	Bayes'	theorem	to	identify	the	parameters
of	elastoviscoplasticity	using	force-displacement	curves	and
plastic	surface	deformation	of	nano-indentation.	Dr.	Rappel	first
presented	a	inter-correlated,	bounded	random	fields	model	and
then	used	Bayesian	inference	to	identify	the	random	fields'
parameters	for	a	sparse	data	set.	Finally,	Prof.	Papadimitriou
presented	a	design-of-experiments	framework	based	on	Bayes'
theorem	in	the	context	of	structural	health	monitoring	where	the
aim	is	not	to	identify	damage,	but	to	identify	what	sensor
locations	have	the	highest	probability	to	identify	damage	if	it
occurs.

(B)	SURROGATE-	/REDUCED	ORDER	MODELS
In	this	class	of	methods,	we	are	concerned	with	models	which
substitute	physics-based	simulators.	One	approach	to	this	end,	is
to	rely	on	Full	Order	simulations	from	expensive	numerical
models.	In	this	regard,	Dr.	Agathos	presented	a	Reduced	order
Modeling	(ROM)	approach,	where	low-dimensional	spaces	are
constructed	from	appropriately	selected	columns	of	the	flexibility
matrix	of	the	system.	In	a	similar	spirit,	Dr.	Geelen	presents	a
localized	reduction	approach	that	can	be	applied	non-intrusively
for	nonlinear	systems.	The	proposed	reduced	model	is
constructed	entirely	from	snapshot	data	and	does	not	require
access	to	high-fidelity	discretized	operators.	Prof.	Kerfriden
presents	a	Bayesian	approach	for	reducing	computation	in
multiscale	simulations,	by	replacing	the	local	microscale	solution
by	an	Encoder-Decoder	Convolutional	Neural	Network	that
generates	fine-scale	stress	correctors	to	coarse	predictors.	Dr.
Pickering	presented	a	Neural	Network	surrogate	approach	for
nonlinear	systems	experiencing	extreme	events.	The	framework
is	demonstrated	on	prediction	of	extreme	events	related	to
deep-water	waves.

On	the	other	hand,	surrogate	models	may	be	developed	by
means	of	data-driven	inference.	Prof.	Kumar	suggests	such	an
approach,	the	EUCLID	framework	for	data-driven	discovery	of
hyperelastic	material	constitutive	laws,	via	either	(i)	a
hierarchical-Bayesian	sparse	regression	framework	drawing	from
a	large	catalogue	of	candidate	functions,	or	(ii)	an	ensemble	of
physics-consistent	neural	networks	with	higher	generalization
capabilities.

Finally,	the	possibility	exists	to	combine	physics-based	models
with	data	(grey-box	modeling),	as	presented	by	Prof.	Cross,	who
demonstrated	a	grey-box	approach	to	physics-informed	machine
learning,	where	ML	algorithms	are	adapted	to	account	for
physical	engineering	insights	for	improving	predictive
capabilities	in	Structural	Health	Monitoring	(SHM).	Prof.
Koutsourelakis,	further	presented	an	integrative	methodological
framework,	relying	on	both	a	black	and	grey-box	approach	for
inverting	the	Process-Structure-Property	chain	in	order	to
identify	those	variables	which	result	in	designs	that	satisfy
property-related	objectives.

Number	of	participants	from	each
country
COUNTRY PARTICIPANTS
India 12
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